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Abstract 
Cochlear implants are widely known as the unique ways for persons with severe to profound hearing loss to restore some 
degree of hearing. Speech enhancement strategies play an important role in improving the cochlear implant. In this paper, a 
noise reduction algorithm is proposed that applies a spectral subtraction using the classifications between the speech 
dominant and the noise one in each channel. The proposed classifications use the spectrum entropy of observation signal in 
each channel. The performance of the proposed noise reduction algorithm is evaluated with segmental SNR using Noisy92 
sentences embedded in babble and white Gaussian noise (WGN) at 0–20 dB SNR. On the basis of comparing segmental, and 
visually inspecting the enhanced spectrograms, the proposed method was found to effectively reduce noise. 
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1. Introduction 
Cochlear implant (CI) is an auditory prosthesis device for 
restoring hearing function of patients with sensory-
neural hearing loss, using electrical stimulation of 
auditory nerve [1]. Most CI users reach 80% word 
recognition scores in quiet listening conditions[2]. 
However, speech recognition scores are corrupted in 
noisy environments[3]. Several studies have been 
proposed to develop speech processing techniques for CI 
in noisy conditions. Most of modern devices utilize a 
filter-bank for the frequency decomposition of speech. 
This is a simulation of frequency decomposition function 
of biological cochlea which is based on placement coding 
theory. Outputs from each channel of the filter-bank are 
used to modulate the amplitudes of electrical stimulation 
pulses. In most current multichannel devices, a simple 
linear band pass filter is used for the frequency 
decomposition[4]. Many studies described that CI users 
are more vulnerable to noise than normal-hearing 
listeners[5].The main reason of this abnormality returns 
to limitation of spectral resolution. Typically, there are 
maximally 22 channels in a CI system, which is much less 
than the number of frequency bands used in a normal-
hearing person. 
 

The first solution is to offer more frequency bands (or 
electrodes) in a CI device.  However, due to technological 
constrains, little progress has been reported in CIs. 
Therefore, speech enhancement will play an important 
role for CI's users. Several  studies  have  described to 
improve speech  intelligibility  for  the  hearing  
impaired[6],[7]. Some of these algorithms were based on 
existence of two or more microphones. Studies showed 
that an adaptive beam-forming algorithm based on 
multiple-microphone could considerably improve the 
speech recognition of CI listeners when the speech and 
noise signals were from different directions [6]. However, 
due to the constrained dimension, it is not feasible to 
implement second microphone for unilateral CI 
recipients.  Therefore, single-microphone noise reduction 
algorithms are more interesting and more practicable for 
implementation. Preferably, a noise reduction algorithm 
is need to be simple to implement and, most significantly, 
to be embedded in the existing coding strategies rather 
than being used as a pre-processor. Several single-
microphone noise-reduction strategies have been 
proposed for cochlear implants which  are  based  either  
on spectral subtraction [7], or on statistical-model-based 
methods[8],  or  on  subspace  method[9] . The above 
noise-reduction algorithms have provided little 
advantage for CI listeners[10]. For a multi-channel 
spectral subtraction, which is often used in the current CI 
system, the noise levels in different frequency bands are 
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estimated and  the Signal-to-Noise Ratio  (SNR)  in each  
band  of  the  noisy  speech  is  determined.   
The speech signal is estimated by subtracting the 
estimated noise spectral magnitude from the noisy 
speech spectral magnitude. A gain function  is  used  to  
determine  a  level  of  reduction  to  be applied to the 
signal to optimally remove the noise. The main 
disadvantage of this method is the “musical noise” 
artifact, which is due to the inaccuracy of the spectrum 
estimation. 
In the present study, a modified spectral subtraction 
method is proposed using the classifications between the 
speech dominant and the noise one in each channel. The 
proposed classifications use spectrum entropy of 
observation signal in each channel. Objective evaluation 
of the proposed algorithm was done with segmental SNR 
using Noisy92 sentences embedded in babble and white 
Gaussian noise (WGN) at 0–20 dB SNR. This paper is 
organized as follows. Section 2 describes the proposed 
method. Section 3 covers the results. Finally, the 
conclusions are given in Section 4. 
 
 
2. Materials and Methods 
 
2.1. Preprocessing. In CI, input audio signal, which is 
captured by a microphone, is pre-emphasized to 
compensate the high-frequency components 
corresponding to consonant parts of the speech. A first 
order high-pass Butterworth filter with cut-off 
frequencyof1.2 KHz is applied [11]. The signal is the 
digitalized using an A/D (Figure 1(a)). 
 
2.2. Improved Spectral Subtraction Algorithm 
 
The next stage is signal analysis. The proposed speech 
enhancement technique is based on the spectral 
subtraction algorithm [12]. 
The observation signal 𝑦(𝑘) is windowed by hamming 
window, and then the windowed signal is transformed to 
the frequency domain by applying FFT. We consider a 
speech signal 𝑠(𝑘)corrupted by an additive background 
noise𝑛(𝑘). The observation signal 𝑦(𝑘) can be expressed 
by 

 
 
𝑦(𝑘) = 𝑠(𝑘) + 𝑛(𝑘)                                                                  (1) 
 
𝑌(𝑤, 𝑟) = 𝑆(𝑤, 𝑟) + 𝑁(𝑤, 𝑟)                                                  (2) 
 

Where𝑌(𝑤, 𝑟), 𝑆(𝑤, 𝑟) and𝑁(𝑤, 𝑟) denote the short-time 
Fourier transforms of𝑦(𝑘), 𝑠(𝑘)and 𝑛(𝑘) for frame𝑟, 
respectively. Also, 𝑠(𝑘)is assumed to be uncorrelated 
with𝑛(𝑘). If the noise spectrum |𝑁(𝑤, 𝑟)| is estimated 
as|𝑁�(𝑤, 𝑟)|, the estimation of the short-time speech 
spectrum |�̂�(𝑤, 𝑟)|is represented by 
 
 
��̂�(𝑤, 𝑟)� = 𝐻(𝑤, 𝑟)|𝑌(𝑤, 𝑟)|                                                    (3) 
   
 

𝐻(𝑤, 𝑟) = �
�1− α SNRpost(w, r)2        if J ≥ 0

β�SNRpost(w, r)2    otherwise
               (4)     

 
 

J =
1

(α + β)
− SNRpost(w, r)2                                                  (5) 

 
 

SNRpost(w, r) =
�N�(w, r)�
|Y(w, r)|                                                     (6) 

 
Where 𝐻(𝑤, 𝑟)is gain function, (α ≥1) is the over 
subtraction factor and (β ≥0) is flooring level factor. When 
J is bigger than zero the spectral subtraction is carried 
out. On the other hand, spectral flooring is carried out 
when J < 0.We set two over-subtraction factors for speech 
dominant and noise one, namely α1 and α2. The α1 is set 
as the value to reduce the noise with little distortion to 
speech. The α2 is set α1 < α2 to fully reduce the noise. 
Previous study [13]showed that for 16 kHz sampling 
frequency with 256 samples per frame and a 50% overlap, 
the values of α1 is around 2.5, α2 is around 6 and β is 
0.001. These values are adopted for this study. 
The classifications of speech/noise-dominant using 
entropy of the spectrum of observation signal are carried 
out. This step is described in detail in the next subsection. 
Estimation of noise spectrum is carried out in the same 
manner as estimation of noise spectrum based on 
Quantile based noise estimation for spectral subtraction 
[14].Once the subtraction is calculated in the spectral 
domain with (3) and (4) the enhanced speech signal �̂�(𝑘) 
is obtained as 
 
s �(k) = IFFT[|s �(w, r)|. ejarg(Y(w,r)]                                          (7) 
 
Where the phase of the observation signal is used for the 
enhanced speech signal. By combining the |�̂�(𝑤, 𝑟)| and 
the phase of the observation signal, the enhanced speech 
signal  𝑠�(𝑘) is obtained by applying the inverse fast 
Fourier transform. 
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2.3. Speech/Noise-dominant classification 
We propose a new classification scheme between the 
speech dominant and the noise Dominant signals. The 
available estimation of the stationary background noise 
spectrum can be used to locate regions of energy level 
higher than that of the background. The higher energy of 
these regions may be due to either speech or a high-
energy nonstationary noise component. Since it is not 
possible to distinguish the two possibilities based on 
instantaneous energy alone, we turn to different features 
for speech–noise discrimination. The relatively flat 
spectral structure of noise-dominated regions can be 
captured by quantification of ‘‘spectral flatness’’. Entropy 
is a related measure which is used in the voice activity 
detection (VAD)algorithm[15].Based on the assumption 
that the signal spectrum is more organized during speech 
segments than during noise segments, the proposed 
classification use entropy of the spectrum of observation 
signal in each critical band. Entropy can be re defined for 
a frequency band as 
 

𝐻𝑖 = −
1

log(𝐿) � 𝑃(|𝑋(𝑘)|2) log(|𝑋(𝑘)|2)
𝑒𝑖

𝑘=𝑏𝑖

       (8) 

 
Where𝑃(|𝑋(𝑘)|2) = |𝑋(𝑘)|2

∑ (|𝑋(𝑘)|2)𝑒𝑖
𝑘=𝑏𝑖

is the ‘‘probability’’ ofthe 

frequency bin‘‘𝑘’’.𝐻 takes maximum value of ‘‘𝑙’’when 
the signal is a white noise, and minimum valueof 0 when 
it is a pure tone. 

2.4. Signal Analysis. Figure 1 shows a block diagram of 
the CI. We applied filter bank with center frequency 
arranged from low to high to simulate frequency 
response of basilar membrane of cochlea[16]. Table 1 
shows a list of frequency bands of different channels. 
Sampling frequency of 16 KHz, simulation rate of 250–
2400 pulse per second, and a number of 22channels 
corresponding to the 22 electrodes in the cochlear implant 
are assumed. 
In order to increase the simulation rate, the output needs 
to be interpolated depending on the patient’s MAP[11]. 
After decomposition of the frequency band of the input 
signal into the 22 channels, the envelope of the signal is 
identified for each band. A second-order low-pass 
Butterworth filter with cut-off frequency of 200–400Hz is 
applied for smoothing[17].It is shown in Figure 1(c). The 
cut-off frequency of the low-pass filter determines the 

slowly varying rate information preserved in the 
envelope. 
Then, n-of-m strategy is used to choice 10 channels with 
maximum amplitude out of 22. These selected channels 
cover the maximum energy of the signal [18].Lastly, 
amplitude matching with a nonlinear logarithmic 
function is done to map the decomposed signal to the 
dynamic range of the patient's hearing[19]. 

 
Table1- List of frequency bands of 22-channels 

Channel 
number 

Cut-off frequencies in 
Hz 

1 7000–8000 
2 6000–7000 
3 5250–6000 
4 4625–5250 
5 4000–4625 
6 3500–4000 
7 3000–3500 
8 2625–3000 
9 2250–2625 
10 2000–2250 
11 1750–2000 
12 1500–1750 
13 1250–1500 
14 1125–1250 
15 1000–1125 
16 875–1000 
17 750–875 
18 625–750 
19 500–625 
20 375–500 
21 250–375 
22 125–250 

 
 
 
 
 
 

 
(a) 
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(b) 

 
(c) 

Fig1. Block diagram of the decomposition strategy in CI 
 

3. Results 
The performance of the proposed noise reduction 
algorithm is evaluated with segmental SNR using 
Noisy92 sentences embedded in multi-talker babble and 
white Gaussian noise (WGN) at 0–20 dB SNR. It 
illustrates the effectiveness of the proposed system for 
reducing background noise in cochlear implant. In table 
2, the improvement of segmental SNR for multi-talker 
babbling and white Gaussian noise is shown.  The 
segmental SNR is defined as 
 

seg. SNR = 10
M

.∑ log. ( ∑ s^2(k)Nm+N−1
k=Nm

M−1
m=0 /

∑ {s�(k) − s(k)}^2)                                              Nm+N−1
k=Nm (9) 

Where N is the segment length and M is the number of 
segments in the speech signal. From table 2, we find that 
the proposed method is suitable for speech processor of 
CI. 

Table2-segmental SNR for multi-talker babbling and 
white Gaussian noise 

 0 5 10 15 20 
without 
enhanced 
algorithm 

 
1.1 

 
2.11 

 
4.67 

 
9.7 

 
13.3 

enhanced 
algorithmic 
in multi-
talker 
babble 

 
 

3.3 

 
 

10 

 
 

14.55 

 
 

21.8 

 
 

24.6 

enhanced 
algorithm 
in WGN 

 
3.4 

 
10.21 

 
12.87 

 
20.3 

 
26.1 

 

For better comparison, spectrograms of synthesized 
signal without & with proposed noise removal 
strategy are shown. It illustrates the effectiveness of 
the proposed system for reducing background noise 
in cochlear implant. Fig.2 shows spectrogram of 
synthesized sound without using denoising strategy. 
From Fig.3, we see that the noise is reduced by 
improved spectral subtraction (ISS) method for 
multi-talker babbling noise. Fig.4and Fig5 shows 
spectrogram of synthesized sound without and with 
using denoising strategy for WGN noise. 

 

Fig2.spectrogram of synthesized sound for multi-
talker babbling noise 
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Fig3.spectrogram of synthesized sound, denoising 
with ISS method for multi-talker babbling noise 

 

 

Fig4.spectrogram of synthesized sound for WGN 
noise 

 

Fig5.spectrogram of synthesized sound, denoising 
with ISS method for WGN noise 

4. Conclusion 

In this paper, we introduced a novel enhancement 
method which is performed on a band-by-band basis for 
each time frame. Based on both the decision on whether a 
particular band in a frame is speech or noise dominant, 
an appropriate amount of noise is reduced using 
modified spectral subtraction. The performance of the 
proposed noise reduction algorithm is evaluated with 
segmental SNR using Noisy92 sentences embedded in 
babble and white Gaussian noise (WGN) at 0–20 dB SNR. 
On the basis of comparing segmental SNR, and visually 
inspecting the enhanced spectrograms, the proposed 
method was found to effectively reduce noise. 
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